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Although sound image control and sound field reproduction based on head-related transfer functions
(HRTFs) have been studied for years, they have not been put to practical use. The main reason is that indi-
vidual differences in HRTFs have not been overcome. In the present paper, we propose the parametric
notch-peak HRTF model (PNP model), which can continuously change the parameters corresponding to
individual differences in HRTFs by using knowledge of spectral notches and peaks and an HRTF database.
We then develop a toolkit that can generate individual HRTFs by having the listener adjust the parame-
ters. Finally, localization tests are carried out in order to examine the performance of the individualized
HRTFs using the PNP model.

� 2021 Elsevier Ltd. All rights reserved.
1. Introduction

Accurate three-dimensional sound image localization can be
accomplished by reproduction of the listener’s own head-related
transfer functions (HRTFs) at the entrances of the ear canals [17].
However, there exist remarkable individual differences in HRTFs.
The HRTFs of other listeners often cause front-back confusion of
a sound image and inside-of-head localization. This is a serious
problem, which prevents three-dimensional sound from coming
into widespread practical use.

In order to realize three-dimensional sound image localization,
it is necessary to provide the listener’s own HRTFs, or HRTFs that
are suitable for the listener. This process is called individualization
of HRTFs.

Methods for obtaining individualized HRTFs for an unknown lis-
tener that do not require acoustical measurements can be roughly
divided into the following two approaches:

(1) Select a suitable HRTF from an HRTF database.
(2) Generate an individual HRTF from the listener’s pinna shape.
In approach (1), the larger the database (the larger the number
of HRTFs included), the higher the probability that HRTFs that are
suitable for the listener can be selected. However, the time and
effort required for the selection process, such as listening tests,
increases as the number of HRTFs included in the database
increases. In order to solve this problem, a method by which to
reduce the total number of listening tests has been studied [21,11].

In order to reduce the size of the database, localization experi-
ments that search for ‘‘typical HRTF sets” at the seven directions in
the upper median plane were carried out [5]. Typical HRTFs are
datasets that include at least one HRTF that provides high sound
image localization accuracy for each listener. A total of 34 subjects
responded the vertical angle of a sound image for the HRTFs of 100
donors for each of the seven directions. Then, typical HRTF sets
were obtained using the results of the localization tests.

Another 34 subjects, who were not involved in the selection
process for typical HRTFs, contributed to the validation of typical
HRTFs. The mean localization error for the best typical HRTF for
each of the 34 subjects decreased as the number of typical HRTFs
increased. For n = 10, the mean localization error for the best typ-
ical HRTF was less than that for the subject’s own HRTF for six of
seven target vertical angles, except 0�. For 0�, the mean localization
error for the best typical HRTF was 23.8�, whereas the mean local-
ization error was 14.5� for the subject’s own HRTF. This implies
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that the selected HRTF from discrete HRTF datasets does not pro-
vide as high a localization accuracy as the listener’s own HRTF
for the front direction.

In approach (2), two methods have been proposed for genera-
tion of the amplitude spectra of the individual HRTFs. One is a
method that decomposes the amplitude spectrum of the HRTF into
several principal components and synthesizes the HRTF using
some of the components with weighting coefficients [12,14]. The
weighting coefficients depend on both the listener and the direc-
tion of a sound source. They have been estimated based on the
anthropometry of the listener’s pinnae using multiple regression
analysis [20,3] or using a deep neural network [4,13]. However,
the estimation of the weighting coefficients for an unknown lis-
tener has not been successful.

Another method for HRTF individualization estimates the
prominent spectral peaks and notches in the individual HRTFs.
The minimum HRTF components, which provide approximately
the same localization performance as the measured HRTFs, were
demonstrated to be the two lowest-frequency notches (N1 and
N2) and the two lowest-frequency peaks (P1 and P2) above
4 kHz [6,8].

Each notch and peak (hereinafter referred to as N/P) can be
determined by three parameters: center frequency, level, and
sharpness (Q factor) by using a peaking filter. Therefore, the gener-
ation of individual HRTFs results in the problem of how to set the
N/P parameters for each listener and for each direction.

Of these parameters, the frequencies of the N/P for a sound
source at the front direction were reported to be estimated based
on the anthropometry of the listener’s pinnae using multiple
regression analysis [7,22,15] or discrimination analysis [9]. How-
ever, estimation of the level and Q factor for the individual N/P
has not been successful.

In the present paper, we focus on an individual HRTF generation
method, in which the listener adjusts the HRTF parameters while
listening. However, even the minimum configuration of the HRTF,
which is constructed with two notches and two peaks, requires
optimization of 12 parameters (three parameters multiplied by
four N/Ps), which are not easy to adjust.

In order to solve this problem, we propose a parametric notch-
peak HRTF model (PNP model), which reduces the number of inde-
pendent parameters and which can change the parameters contin-
uously to correspond to individual differences in HRTFs.
Furthermore, we have developed a toolkit that generates individu-
alized HRTFs by having the listener adjust the parameters using the
PNP model.

2. Generation of individualized HRTFs for the front and rear
direction using the PNP model

We consider adaptation of the parameters of an HRTF, which is
constructed with two notches and two peaks, to a listener. This is
an optimization problem in 12 dimensions (three parameters mul-
tiplied by four N/Ps) and is not easy to solve. In order to reduce the
number of independent parameters, we tried to estimate some
parameters from other parameters, or treat these parameters as
constants using the PNP model.

2.1. Outline of the PNP HRTF model

An outline of the procedure of the PNP model is as follows:

(1) Transform the typical HRTFs of 20 ears into parametric
HRTFs constructed with two notches (N1, N2) and two peaks
(P1, P2) using peaking filters.
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(2) Obtain the values of the center frequency, level, and Q factor
for each N/P.

(3) Obtain the regression equation for the frequency of each N/P,
except for the N2 frequency, with the N2 frequency as an
independent variable.

(4) Obtain the mean values of the level and Q factor for each N/P
averaged over 20 typical HRTFs.

(5) Generate a modeled HRTF, the center frequency of each N/P
of which is obtained by the regression equation with the N2
frequency as an independent variable and the level and Q
factor of which are mean values.

In the following section, the details of the PNP model are
explained using the front direction as an example.

2.2. Transformation of measured typical HRTFs into parametric HRTFs

The measured typical HRTFs were transformed into parametric
HRTFs using peaking filters (second-order IIR filters). Fig. 1 shows
an example of the transformation. The green line in Fig. 1(a) shows
a measured typical HRTF, and the blue line shows the transformed
parametric HRTF. The parameters for the IIR filter (center fre-
quency, level, and Q factor) in Fig. 1(b) were manually set so that
the parametric HRTF approximates the measured HRTF.

2.3. Regression analysis of N/P frequency

Fig. 2 shows the distribution of N/P frequencies for the typical
HRTFs of 20 ears in the front direction. The N1 and N2 frequencies
are distributed between 6,000 and 9,094 Hz (0.60 octaves) and
between 9,094 and 11,906 Hz (0.39 octaves), respectively. The P1
and P2 frequencies are distributed between 3,469 and 5,625 Hz
(0.70 octaves) and between 7,875 and 10,594 Hz (0.43 octaves),
respectively. Such a wide frequency distribution suggests that a
typical HRTF may provide accurate sound image localization for
each listener.

Regression analysis was performed with the N1 or N2 frequency
as an independent variable and the other N/P frequencies as
dependent variables. For the front direction, approximately the
same correlation coefficients were obtained as those for either
the independent variable of N1 or N2, but for the rear target direc-
tion, the correlation coefficient obtained as the independent vari-
able for N2 was higher than that for N1. Therefore, in the present
study, N2 was used as the independent variable, and other N/P fre-
quencies were estimated using linear regression.

The relationships between the estimated and measured values
for the N1, P1, and P2 frequencies are shown in Fig. 3. Although
some data points that are far from the diagonal line are observed
for P1, most are generally located near the diagonal line. The corre-
lation coefficients for N1, P1, and P2 were 0.80, 0.53, and 0.74,
respectively.

Table 1 shows the mean residual errors for N1, P1, and P2. The
just-noticeable differences (JNDs) in the N1 frequency for the front
direction with regard to vertical localization range from 0.1 to 0.2
octaves for both higher and lower frequencies. The JNDs in the P1
frequency are 0.35 and 0.47 octaves for higher and lower frequen-
cies, respectively [7]. Therefore, the mean residual errors are less
than the JNDs.

2.4. Level and Q factor settings for each N/P

For the level and Q factor for each N/P, no high correlation was
obtained for other parameters, such as the N2 frequency. However,
it has been reported that the sound image could be localized in the
front direction if N1 and N2 exceed a certain depth, regardless of
the listener’s own N1 and N2 depth [16,10]. The Q factor for each



Fig. 1. (a): Examples of measured typical HRTF (green line) and parametrically transformed HRTF (blue line), (b): parameters of IIR filters (center frequency, level, and Q
factor). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 2. Distribution of frequencies for N1, N2, P1, and P2 of typical HRTFs for front
direction.
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N/P was found to be correlated with the level of each N/P. This sug-
gests the possibility of setting a common constant value among
listeners.

Based on these findings, the value averaged over 20 typical
HRTFs was used as the common constant value among listeners
for the level and Q factor for each N/P.

3. Generation of individualized HRTFs for arbitrary direction in
horizontal plane

An individualized HRTF for an arbitrary direction in the hori-
zontal plane was generated using the individualized HRTFs for
the front and rear directions and the interaural difference cues.

Previous studies have shown that sound image localization in
an arbitrary three-dimensional direction can be achieved by add-
ing the interaural difference cues to the spectral cues in the median
plane [18]. Based on these findings, the individualized HRTF for an
arbitrary direction in the front half of the horizontal plane was
generated by adding the interaural time difference (ITD) and the
interaural level difference (ILD) to the generated individual HRTF
for the front direction, as shown by the blue semicircle in Fig. 4.
Similarly, the individualized HRTF for an arbitrary direction in
the rear half of the horizontal plane was generated by adding both
3

the ITD and the ILD to the generated individual HRTF for the rear
direction, as shown by the green semicircle in Fig. 4.

The ITD was obtained as follows [1]:

ITD ¼ ð/þ sin/Þ � D=ð2cÞ ð1Þ
where / and D denote the incident azimuth angle of a sound in
radians and the distance between both ears (diameter of the
sphere), respectively.

The ILD varies with both the incident azimuth angle and the fre-
quency of a sound. The results of the experiments on the relation-
ship between the ILD and the lateral localization for a wide-band
noise showed that the subjects localized a sound image to the front
direction with an ILD of 0 dB and to the lateral direction with an
ILD of 10 dB [2]. An approximately linear relationship was
observed between the ILD and the azimuth angle of a sound image.
In the present study, the ILD was added using this relationship.

4. Development of toolkit for generation of individualized
HRTFs

A toolkit, by which a listener individualizes his/her HRTFs while
listening to the sound created by the convolution of the sound
source and the PNP HRTF model, was developed using MATLAB�.

The user interface for HRTF individualization is shown in Fig. 5.
Here, we describe the four steps for individualization of the HRTF
for the front direction, as an example.

Step 1: Use the ‘‘±500 Hz”, ‘‘±100 Hz”, or ‘‘±10 Hz” buttons or
the slider to adjust the N2 frequency so that a sound image is
localized in the front direction.
Step 2: The ‘‘L? R” button provides a stimulus with ITD and ILD
added. Use this button to confirm that the sound image moves
from the left side to the right side through the front.
Step 3: Adjust the P1 level with the ‘‘+1 dB” and ‘‘-1 dB” buttons.
For the P1 level, the following tendencies were observed in our
preliminary experiments. The vertical angle of a sound image
rises as the P1 level increases or decreases to the horizontal
plane as the P1 level decreases. However, if the P1 level is low-
ered too much, a sound image is localized close to the head or
inside the head.



Fig. 3. Relationship between measured and estimated frequency from the N2
frequency. (a) N1, (b) P1, and (c) P2. Here, r denotes the correlation coefficient.

Table 1
Mean residual errors for N1, P1, and P2 [octaves].

N1 P1 P2

0.09 0.13 0.07

Fig. 4. Sound image control for an arbitrary direction in the horizontal plane using
the individualized HRTFs for the front and rear directions and interaural differences.
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Step 4: The ‘‘save” button outputs the individualized HRTF
information as head-related impulse responses (HRIRs),
together with the parameters of four peaking filters.
4

In addition, after the individualization processing for the front
and rear directions, the accuracy of the individualization can be
confirmed by the moving sound image function for the 12 direc-
tions in the horizontal plane (0�–360�, 30� steps), as shown in
Fig. 6.

Each step ends under the following conditions. For Step1, the
listener ends the process when a sound image is perceived in the
target direction. For Step 2, the listener ends the process when a
sound image moves from the left side to the right side through
the front. If a sound image moves from the left side to the right side
through the inside of the head, go back to Step 1. For Step 3, the lis-
tener ends the process when a sound image is localized outside of
the head and at the target vertical angle. For the step shown in
Fig. 6, the listener ends the process when a sound image moves
around the listener in the horizontal plane. If a sound image does
not move appropriately, go back to Step 1. Fundamentally, the indi-
vidualization process starts at Step 1 and ends at Step 4. However,
Steps 2 and 3 do not necessarily have to proceed in this order.
5. Examination of performance of HRTF individualization

Localization tests were carried out in order to examine the per-
formance of the individualized HRTFs generated by the toolkit. The
individualized HRIRs for each subject were created using the PNP
model mentioned in Section 4 in advance of the localization tests.
The time required for the tasks in Steps 1 through 4 was approxi-
mately 4 min on average for the subjects.
5.1. Method of sound image localization tests

The localization tests were conducted in a quiet soundproof
room. The working area of the room was 4.6 m (width) � 5.8 m
(depth) � 2.8 m (height). The background A-weighted sound pres-
sure level (SPL) was under 20 dB. Each subject’s own HRIRs and the
individualized HRIRs using the PNP model were used. The target
vertical angles were 0� and 180� in the median plane. The source
signal was wideband white noise with a frequency of 200 Hz to
17 kHz. Stimuli were delivered at 63 dB SPL at the entrance of each
ear. The duration of the stimuli was 1.2 s, including the rise and fall
times, each of which was 0.1 s.

The stimuli, which were obtained by convolution of the sound
source and various HRIRs, were presented to the subjects through
free air equivalent coupling to the ear (FEC) headphones (beyerdy-



Fig. 5. Graphical user interface of the PNP model for individualization of HRTFs.

Fig. 6. Snapshot of trial listening of a moving sound image in the horizontal plane for confirmation of HRTF individualization.
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namic DT990 PRO) [19]. No compensation of the headphone trans-
fer functions was performed.

The mapping method was adopted as a response method in
order to respond on a continuous scale rather than selecting
5

between distinct locations. A circle and a horizontal arrow through
its center, which indicated the median plane and the front-back
axis, respectively, were displayed on the screen of a laptop
computer. The task of the subject was to click on the perceived
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vertical angle on the circle shown on the computer display using a
mouse. Subjects were also instructed to check the box on the dis-
play when they perceived a sound image inside their head.

Three subjects participated in the sound localization tests. All of
the subjects self-reported normal hearing sensitivity. Each subject
responded to each stimulus 10 times in random order. The tests
were carried out using a double-blind method.
5.2. Results of sound image localization tests

Fig. 7 shows the responses to the subject’s own HRTFs and the
individualized HRTFs for each subject. The diameter of each circle
is proportional to the number of responses with a resolution of 5�.

For subject A, most of the responses to the subject’s own HRTFs
and the individualized HRTFs were distributed around the target
vertical angles for target vertical angles of both 0� and 180�.

For subject B, most of the responses to the subject’s own HRTFs
were distributed around the target vertical angles for target verti-
cal angles of both 0� and 180�. The responses to the individualized
HRTFs were distributed around the target vertical angle for the tar-
Fig. 7. Responses to the subject’s own HRTFs and individualized HRTFs using the
PNP model for front and rear directions.
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get vertical angle of 180�. However, for the target vertical angle of
0�, the responses to the individualized HRTFs shifted slightly
upward.

For subject C, most of the responses to the subject’s own HRTFs
were distributed around the target vertical angles for target verti-
cal angles of both 0� and 180�. The responses to the individualized
HRTFs were shifted slightly upward for the target vertical angle of
0�. For the target vertical angle of 180�, the distribution variability
of responses to the individualized HRTFs increased.

Table 2 shows the mean elevation error. The mean elevation
error is defined as the absolute difference between the responded
and target elevation angles averaged over all of the responses. For
the front direction, the mean elevation errors for the subject’s own
HRTFs and individualized HRTFs averaged over three subjects were
1.3� and 6.3�, respectively. For the rear direction, the mean eleva-
tion errors for the subject’s own HRTFs and individualized HRTFs
averaged over three subjects were 1.1� and 7.2�, respectively.

Table 3 shows the ratio of front-back confusion. The ratio of
front-back confusion is defined as the ratio of the responses for
which the subjects localized a sound image in the quadrant oppo-
site that of the target direction in the upper median plane. For the
front direction, the ratio of front-back confusion for the subject’s
own HRTFs and individualized HRTFs averaged over three subjects
were 0.03 and 0.07, respectively. For the rear direction, the ratio of
front-back confusion for both the subject’s own HRTFs and individ-
ualized HRTFs averaged over three subjects was 0.03.

Table 4 shows the ratio of inside-of-head localization. For the
front direction, the ratios of inside-of-head localization for the sub-
ject’s own HRTFs and individualized HRTFs averaged over three
subjects were 0.03 and 0.07, respectively. For the rear direction,
the ratios of inside-of-head localization for the subject’s own
HRTFs and individualized HRTFs averaged over three subjects were
0.00 and 0.17, respectively. The ratio of inside-of-head localization
of subject C for the individualized HRTF for the rear direction was
0.40. Subject C reported that a sound image was perceived not at
the center of the head but at the rear area in the head when he
responded as inside-of-head localization.
5.3. Discussions

Tables 5 and 6 show the difference in frequency of notches and
peaks between individualized HRTFs and the subject’s own HRTFs
in the octave scale. Here, the smaller difference for the left and
right ears was adopted. The JND of the notch frequency on the ver-
tical angle perception of a sound image is reported to be 0.1–0.2
octaves [7]. Most of the differences were less than the JND. How-
ever, the difference in N1 frequency of subject C for the front direc-
tion (0.38 octaves) was more than twice the JND. The difference in
N2 frequency was also large (0.17 octaves). The individualization
process for subject C may have fallen into a locally optimal solu-
tion. The mean elevation error, the ratio of front-back confusion,
and the ratio of inside-of-head localization of subject C for the front
direction were 8�, 0.20, and 0.20, respectively. These values were
higher than for other subjects. A possible reason for these values
is the difference in N1 and N2 frequencies.
6. Re-examination of performance of HRTF individualization

Individualization was carried out again for subject C. The differ-
ence in frequency of notches and peaks between the individualized
HRTFs and the subject’s own HRTFs is shown in Table 7. The differ-
ence for the second individualization decreased compared with the
first individualization. For the front direction, the difference in N1
and N2 frequencies were 0.17 and 0.00 octaves, respectively. For



Table 2
Mean elevation error [�].

Subject Front (0�) Rear (180�)

Own Individualized Own Individualized

A 0.2 3.1 1.8 0.2
B 0.8 7.6 1.2 1.0
C 3.0 8.0 0.3 20.4
Ave. 1.3 6.3 1.1 7.2

Table 3
Ratio of front-back confusion.

Subject Front (0�) Rear (180�)

Own Individualized Own Individualized

A 0.00 0.00 0.00 0.00
B 0.00 0.00 0.10 0.00
C 0.10 0.20 0.00 0.10
Ave. 0.03 0.07 0.03 0.03

Table 4
Ratio of inside-of-head localization.

Subject Front (0�) Rear (180�)

Own Individualized Own Individualized

A 0.00 0.00 0.00 0.00
B 0.00 0.00 0.00 0.10
C 0.10 0.20 0.00 0.40
Ave. 0.03 0.07 0.00 0.17

Table 5
Difference in notch frequency and peak frequency between the individualized HRTFs and the subject’s own HRTFs for the front direction [octaves].

Subject N1 N2 P1 P2

A 0.20 0.04 -0.10 0.00
B 0.02 -0.07 -0.10 0.07
C 0.38 0.17 0.13 0.09

Table 6
Difference in frequency of notches and peaks between the individualized HRTFs and the subject’s own HRTFs for the rear direction [octaves].

Subject N1 N2 P1 P2

A -0.09 -0.11 0.00 -0.01
B -0.25 -0.14 -0.07 -0.05
C 0.16 0.02 -0.13 0.15

Table 7
Difference in frequency of notches and peaks between the individualized HRTFs (second time) and the own HRTFs for subject C [octaves].

N1 N2 P1 P2

Front (0�) 0.17 0.00 -0.04 0.03
Rear (180�) 0.03 -0.04 -0.18 0.03

Table 8
Mean elevation error, ratio of front-back confusion, and ratio of inside-of-head localization of the subject’s own HRTFs and individualized HRTFs (second time) for subject C.

Front (0�) Rear (180�)

Own Individualized Own Individualized

Mean elevation error [�] 6.7 19.5 2.8 3.0
Ratio of front-back confusion 0.00 0.00 0.00 0.00
Ratio of inside-of-head localization 0.00 0.00 0.00 0.00
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Fig. 8. Responses to the subject’s own HRTFs and individualized HRTFs (second
time) for subject C using the PNP model for front and rear directions.
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the rear direction, the difference in N1 and N2 frequencies were
0.03 and �0.04 octaves, respectively.

Furthermore, localization tests were carried out using the
HRTFs generated by the second individualization. The results of
the tests are shown in Fig. 8 and Table 8. Neither front-back confu-
sion nor inside-of-head localization were reported for either the
front or rear directions. The mean localization error for the front
and rear direction was 19.5� and 3.0�, respectively. The error for
the front direction was larger compared with the error for the sub-
ject’s own HRTF (6.7�). For the rear direction, the error was approx-
imately same as the error for the subject’s own HRTF (2.8�).

7. Conclusions

In the present paper, we proposed a PNP HRTF model that can
continuously change the parameters corresponding to individual
differences in HRTFs using knowledge of spectral notches and
peaks and an HRTF database. We then developed a toolkit that
can generate individual HRTFs by which the listener can adjust
the parameters. Finally, localization tests were carried out in order
to examine the performance of the individualized HRTFs using the
PNP model.
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